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ABSTRACT

aper presents a robotic assembly of two 3-D
puzzle pieces, using vision, position and force
>dback. Geometrical aspects are discussed together
th force history of the experiments. An installation
565 1.B.M. robot with a CCD camera on the
arm is described. Successful experiments
ed the possibility of assembling parts with
x contours when force feedback is used during
assembly.A videotape of the demonstration is
able. RR 107/1987.

LiIntroduction

ated assembly of variable and complex shaped
with relatively small tolerances is a substantially
demanding task than the peg in a hole problem
d in literature. Inoue[5], Simmunovic[10],
er[9] have discussed force aspects of peg in a
insertion, and demonstrated successful mating
small tolerances. Their approach was to
ider the geometry of parts as known, and use
mplex force sensor to accommodate positioning
s during assembly. Further work by Lozano-
z and Mason[7,8] developed automated synthesis
motion strategies for peg in hole insertion.
ley[2] extends automated synthesis to
ngular pegs in rectangular holes. In his motion
is Buckley simplifies the general problem by
essing  translational errors only. The present
addresses aspects related to robot assembly of
ariable shaped parts such as jig-saw puzzles. Due to
eir complex geometry, rotational errors cannot be
looked and are addressed during the fine
nbly part of our implementation. We chose to use
le pieces since Kalvin, Schonberg and
olfson[6], developed algorithms for simulated jig-
saw puzzle assembly using vision.
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This paper describes techniques developed for
automatic assembly of two puzzle pieces[3,4]. Future
work will extend this results to robotic assembly of a
whole jig-saw puzzle. Section 2 describes the
experimental installation, sensor issues and puzzle
piece modification for robot assembly. Section 3
presents vision to robot transformations for part
detection and pick up, while Section 4 develops
geometrical equations used during robot assembly.
Robot moves are structured in raw
positioning transition to fine assembly and fine
assembly moves. Section 5 presents force history
and determines acceptable level of errors for
successful assembly.

2. E j TR TR
Descripti

The experimental system presented in Fig. 1 and 2
consists of an I.LB.M. 7565 robot, vision system,
force sensors and mechanical force amplifier. The
vision system uses Fairchild CCD camera, with a
256x256 sensor array and a VICOM image
processor. The Fairchild camera sensor head is
installed directly on the robot arm,at fixed height
above the robot work table. This eliminates the need
for special lense drives.
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Fig. 1 Experimental installation



A VAX minicomputer supervises the vision process
and communicates with a SERIES 1 robot controller.
Force sensors on the robot gripper allow for force
feedback during assembly. A combination of puzzle
piece handle and specially designed gripper nails
provides force amplification.

22 Pi p !
For our experiment we selected an "off the shelf"
wooden puzzle and covered it with black non
reflective paper. This was necessary in order to boost
the quality of vision images. It is important to
prevent slip on the work table during robot assembly.
Therefore the bottom of the puzzle pieces was fitted
with Koroseal flexible magnetic strip[1] that created a
magnetic pull towards the metal work table. The
magnitude of the magnetic force determines the
assembly force envelope. These forces were
determined experimentally to be about 1.4N/sq. inch
or about 3 N for puzzle pieces with a surface of 2 to 3
sq. inches. The robot gripper configuration (2
parallel fingers) does not allow direct grasping of
puzzle pieces. It was therefore necessary to mount a
cylindrical handle on one of the puzzle pieces
corresponding to its center of gravity. In this way the
robot grasps on the handle when picking up the puzzle
piece. Grasping has to be done without pushing or
overturning. Maximum grasping force used in center
grasp is given by (1).

5 kaag Al
8rSP = "H + Z - Igripper - Z table

@

Fgrasp = maximum grasping force

1 = distance from center of gravity to puzzle edge
h = grasping force application point versus table
kmag = specific magnetic pulling force

A = puzzle piece area

H = handle height above work table

Z = robot arm Z coordinate

Z table = work table Z coordinate

1 gripper = gripper length
23 F librati

Horizontal assembly forces should not exceed 3 N in
order to avoid pushing the puzzle pieces over robot
work table. 1.B.M.7565 robot grippers are equipped
with 3D force sensors with a range from 0 to 100 N.
They have low resolution in the range of forces used
during puzzle assembly. Several steps were taken to
amplify signal. One step was to modify the sensor
calibration lookup table thus obtaining
100%amplification for small forces. A special table
was created during a one time off-line calibration,
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Fig. 2 IBM 7565 robot with vision system

and the low level software loaded in the system
library. Since no high level software is involved,
there was no impact on overall run time. The
adverse result of this procedure was an increase in
signal noise (or uncertainty) from 0.15 to 0.30 N.
The other step to increase readings was to add
specially designed gripper nails. These nails work as
mechanical force amplifiers producing 50% pitch and
side force amplification.

3. Tl bl

Vision steps are piece detection, feature extraction
and visual match.

3.1 Camera coordinate transformations

For both visual search and piece pickup it is necessar
to establish the correspondence between ima
robot spaces. This relation is determined b
number of parameters such as camera position
,camera x/y distortion factor and camera prOJec

.i

offset is taken into account). The x/y distortion faw#
is specific to each CCD camera and represents the
number of pixels that corresponds to a given length
along x and y axis. The projection factor depends on
the lens used as well as camera to work table distance.
It represents the number of inches per image pix@l
Camera to robot coordinates transformation is
expressed by (2),(3).

Xrob=(256-Xyic)PROJECTION-Xoffset+X  (2)



Yvic-240)PROJECTION
Yl‘Ob—( e X;C Al B ~Yoffset+Y (3)

Xrob, Y rob= robot point coordinates
Xvic, Yvic=VICOM point coordinates
Xoffset,Y offset=camera offset
PROJECTION=projection factor
XSCALE=camera distortion factor
X,Y= robot arm coordinates

As a matter of generality puzzle pieces are placed
randomly on the work table, and their location is not
known to the assembly algorithm. There are however
limitations on the puzzle piece position which has to
be within the intersection of camera field of view and
robot work envelope. During initial assembly stage,
we are interested to determine whether the puzzle
pieces exist rather than extracting their shape. The
visual scan therefore uses compressed images that
give a significant processing speed up. Each image is
analyzed to detect part presence and raw center of
gravity. The vision system is a 2D system that takes
images of a 3D scene. This produces vision errors if
pieces are not centered under the camera. The robot
has therefore the additional task of centering the
camera on top of a discovered piece in order to
minimize vision errors.

m
Once the camera is centered on the puzzle piece, its
shape is extracted using SHAPE and CORNER
routines (Edith Schonberg). The output is a sampled
curve divided into four sides as presented in Fig.
3. This becomes input for MATCH routine (A.
Kalvin) that returns a score for matching sides of two
puzzle pieces. Our algorithm selects the smallest of
16 match scores, corresponding to the two sides that
most likely match. MATCH also returns the rotation
and translation of the matching sides. Robot rotation
and translation is done using the handle on the puzzle
piece, rather than the matching sides. The target for

Fig. 3 CORNER output

the rotated puzzle piece is obtained from MATCH
output using (4), (5).
G P2x+LEF'1‘X(XSCALEi)+ @
3x= XSCALE
cos(0)(G1x-P1x)
XSCALE

+sin(8)(G1y-P1y)+

sin(8)(P1x-G1x)
G3y=P2y+—sscarp—+c0s(®)(Gly-Ply)  (5)

G 3x,y = center of gravity of rotating piece after
rotation

G1x,y = center of gravity before rotation

P1x,y = center of gravity of matching side on rotating
piece

P2x,y = center of gravity of matching side on
stationary piece

8= rotation angle of matching side (given by
MATCH)
LEFTX = leftmost Xyjc coordinate of stationary

piece
4, Assembly steps

We have adopted Simmunovic's notation when
considering the overall automated assembly as
divided in three steps: raw positioning, transition to
fine assembly and fine assembly. During raw
positioning Piece 2 is picked up, rotated and
translated to Piece 1, tilted and lowered on top of
Piece 1. The raw positioning task is to bring Piece 2
in contact with Piece 1 in such a way as to allow
further assembly moves to eliminate both rotation
and translation errors. The strategy is to induce an
overshoot of Piece 2 so that the relative position of
the two pieces is disambiguated. During transition
moves the two pieces remain in contact while their
relative position changes to a nested configuration.
and translational errors are eliminated. The final step
is fine assembly based on force feedback. During
these moves Piece 2 is pushed into Piece 1 while
rotational errors are eliminated. Finally Piece 2 is
tilted back to horizontal configuration without
contact loss with Piece 1.

Prig &
4.1.1 Approaching move The goal for initial
approach of Piece 1 after picking up Piece 2 is

(6),(D).

G3 xrob=(256-G3 x)PROJ ECTION)-Xoffset+X1 (6)

G3y-240)PROJECTION
Gayrob=2Y DERolL “Yoffset +Y1 (7)
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G3x,y =center of gravity of moving piece after
rotation given by(4,5)

X1,Y1= robot arm coordinates when stationary piece
was in center of image.

Z arm coordinates during this move are determined
by collision avoidance criteria. Since no obstacles are
present, this becomes a free space move.

4.1.2 Tilting move The piece that is picked up by
robot has a convexity that has to get into the concavity
of the stationary piece. Generally speaking,the
convexity becomes an asymmetric peg and the
concavity an asymmetric hole. The measured
average tolerance for assembly (0.03 inches) is the
same order of magnitude as camera projection factor.
It is therefore necessary to tilt the piece in order to
increase tolerances. After tilting tolerances are about
the same as the concavity diameter. Geometry of the
two puzzle pieces determines the actual tilting angle.
Let us define a Cartesian Object System of
Coordinates as presented in Fig. 4. Its origin is the
center of gravity of the side with convexity (peg) P1 ,
while Yobj passes through G1 . During tilting P1 is
maintained at fixed X,Y,Z robot coordinates. Robot
target for tilting the piece thus becomes (8-11).

X tilt = X rob + sin(B)(a -a cos(0) + (b+f)sin(0)) (8)

Ytilt = Yrob-cos(B)(a -a cos(B) + (b+f)sin(0)) ©)
Z tilt = Zrob + (b+f)(cos(8) -1) + a sin(0) (10)
Pitch =0 (11)

Xrob,Yrob ,Z rob =robot coordinates

B = rotation angle between robot and object
coordinate systems
a = distance fromP 1 to G 1

b = handle length
f = distance from handle top to robot arm X,Y,Z link

0= tilting angle

Fig. 4 Object system of coordinates
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4.1.3 Bringing the pieces in contact This is the
last move during raw positioning assembly. Here the
free space assumption does not apply, since the move
terminates upon contact with Piece 1. This is a
different termination condition than for previous
moves, and requires force feedback. Will and
Grossman[11] call this type of moves guarded
moves. Reaction forces are function of position
errors that occur when the robot arm moves against
obstacles as in (12).

- X
Fr_x k &
Fr = sensed reaction force
x=robot actual position
X¢ = robot commanded position
k = system stiffness constant

(12)

This termination condition applies to all transition
and fine assembly moves used in our implementation.

4.2 Transition moves

These moves are done in order to nest the convexity
on Piece 2 into the concavity of Piece 1. The first
transition move is a sliding on top of Piecel that
terminates when contact is lost at edge 1, as presented
in Fig. 5. Sliding is done along the generalized
direction P1 G1. After edge 1 was detected, the next
move is towards edge 2, where contact is
reestablished. An average of the two termination
points represents the target for next move. The same
procedure is repeated for edge 3 and 4, but on a
trajectory perpendicular to P1 G1, Averaging the
four contact points eliminates translation errors
induced by the vision system.

Fig. 5 Transition moves



After completion of transition moves Piece 2 is nested
with Piece 1, but on top of it and tilted as shown in
Fig. 6. During fine assembly Piece 2 is pushed down
into Piece 1 and then tilted back to a horizontal
position.

Fig. 6 Robot puzzle assembly

4.3 1. Push in move with rotation errors First
the convexity of Piece 2 is brought in contact with
Piece 1 by moving Piece 2 back to edge 1 along G1
P1 . Once the contact established, the next move is a
pushing of Piece 2 into Piece 1 with the target (13-16)

Xpushin = Xrob - t sin(B)sin(6) 13)
Ypushin = Yrob + t cos(B)sin(e) (14)
Zpushin = Zrob - t cos(6) (15)
Pitch=0 (16)

t= puzzle piece thickness

The tilting angle O is such that if rotation errors exist
the elbow of Piece 2 hits the top of Piece 1 before
pushing in completes. The algorithm distinguishes
between right or left elbow hit. In order to eliminate

rotation errors, Piece 2 is rotated by an angle o, and
the goal for this move is (17-20).

X rotation = X rob+ (1 cos (8) - (f+b)sin(6)) ~ (17)
(sin(o + B)+ sin(B))

Yrotation = Yrobot + (1cos(@) - (f+b)sin(8))  (18)
(cos(o + B) -cos(B))

Z rotation = Z rob 19)

Jaw rotation = Jaw rob + O (20)

o = rotation angle around contact point J

Rotation moves terminate when elbow contact
between the two pieces is lost.

4.3.2Tilt back This last move brings Piece 2 to a

horizontal position without loss of Piece 1. During
this move the target is given by (21-24).

Xtiltback = Xrob+sin( + a)(I-1 cos(8) -(f+b)sin(0))

(21)

Ytiltback =Yrob -cos(B + a)(I- Icos(6) -(f+b)sin(6))
(22)

Ztiltback=Zrob+(f + b)(cos(0)-1)-1sin(B)  (23)
Pitchtiltback=Pitchrob- 0 (24)

Each gripper finger has tip, side and pitch strain
gages giving 3D readings. Sensor readings are
influenced by a number of factors such as orientation,
sensor offset, calibration, mechanical amplification,
crosstalk and vibrations. Previous experiments
indicated that assembly force readings depend on
gripper orientation during part pick up. It is
therefore important to determine what is the best
grasping position in order to maximize sensor output.
We consider this to be a perpendicular to the general
direction P1 G1 , since this is the direction in which
initial contact forces appear. Force readings during
assembly are presented in Fig.7 and 8. These
readings represent data that has been compensated
for sensor offset and calibration. Measured force
envelope during piece nesting is of the order of 5 N,
which is slightly larger than anticipated. This may be
due to the mechanical amplification effect of the
handle-gripper combination. This force level meets
conditions set in Section 2, which explains why no
slip is present during initial assembly steps. Force
readings are further influenced by cross coupling
effects due to sensor design. Tests have shown that
cross coupling accounts for about 5 to 10% residual
force readings. Second order dynamic effects have
not been considered here since assembly is done at
very low speed (0.2 inch/second). Fig. 7 presents
force data for nesting only, with no rotation
error, while Fig. 8 shows forces during a complete
assembly. During fine assembly forces occasionally
pass the limit of magnetic pull resistance, and slip is
present. When analyzing Fig. 18 we note a large tip
force increase from A to B, followed by a sharp
decrease C to D. These represent the end of raw
positioning moves at point B and the detection of edge
1 at point D, as described in Section 4. Both sensor
outputs follow the same pattern ABCDE, but separate
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along EFG and EHI respectively. This corresponas
to nesting moves that detect edge 3 and 4. Here both
sensors are subject to torques in opposing direction
which explains the mirror symmetry of EFG versus
EHI. The same general pattern is followed by side
and pitch forces. It is important to estimate the limit
on rotational and translational errors that an assembly
algorithm can tolerate. The vision solution given as
input to robot assembly algorithm may contain both
rotation and translation errors. We define the vision

rotation error 0 err as given by (25).
Oerr=6'-0 (25)
Oerr =rotation error from vision solution
6' = solution returned by vision match
0 = correct solution

Due to puzzle asymmetry, any rotation errors
produce translation errors of the initial contact point .
This translation errors are given by (26), (27).

X'- X =G 3xrob' -G 3xrob (26)
0 2 B+6
+2(T+Dsine5~)cos( B2 =
Y'- Y = G3yrob' - G3yrob 27
e .o 20 &8 st
+2(T+1)sin€ ) )sinf 3 )
X,Y' = robot coordinates of contact point with

vision rotation error

X,Y = robot coordinates of contact point without
rotation errors

Oerr = rotation error from vision given by (25)
T =a-cos( 0 )a+(b+f)sin( 0 )

Translation errors from vision may not be larger
than the pseudo radius of the stationary puzzle
concavity, or the peg will not intersect the concavity.
The other condition requires the gripper to be as
close as possible to the perpendicular to P] G1 , as
discussed previously. An estimate for force sensor
errors due to lack of proper positioning requires
future work, while we presently address the
geometrical condition only. For a pseudo radius of
0.25 inches, the condition set in (25) returns a
maximum @err of 4 degrees for successful assembly.

Tests have been run with rotation errors varying
between 0 and 4.6 degrees. Successful nesting was
obtained at initial rotation errors of 3 degrees, while
the test failed at 4.6 degrees, results that confirm the
theoretical prediction. Rotation error elimination
had a success rate of about 50% mainly due to lack of
force sensor sensitivity. In order to improve



assembly robustness it may be necessary to modify
the nesting algorithm to take alternative actions in
case edge 1 was not detected. The algorithm might
reverse the scan on a perpendicular direction to P
G1 to detect edge 3 and 4 and then detect edge 1 and 2.
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