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A wirtual model of a knee joint with muscles, ligaments and bones has been developed.
This model includes realistic 3-1) surface deformation and tissue stilfnesses. Tissue and
none deformaton (palpation) produces real time foree feedback to the vser himd weanng s
DaaGlose and Rutgers Master. Collision detection wlgorithms determine when and where
the wirntual hand palpates the surfave mondel. This user interaction with the muscles and
bones ol a buman knee model may be used as o trzining and planniog too] for knee surgery.

Kev wordy; Virtval Reality; Force leedback: Biomechanics; Object model: Knee joint;
Muscles; Bones; Compliance:. Simulation

1. lntroduction

Surgeons planning a delicate surgical procedure practice it over and over again,
making cuts, and retracting organs in different wavs unul the best approach has
been found, Computer-assisted surgery has been investigated for many vears [1,13),
For example, the simulation of total joint replacement surgery using computer
algorithms and robotics is used to identify the aptimum standard artificial joint
replacement for an individual patient [22]. This simuolation has helped unprove
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results and reduce complications of surgery. Computers are also being used to aid
in the desinn and manufacture of custom artificial joint replacements where large
bony deformities prevent the use of standard antificial joints.

The recent development of Virtual Reality (VR) hardware and software, to-
gether with increased computational power, has made it feasible o develop
applicarions for training surgeons. Yirtual Reality interactions can be described as
fluman immersion in computer simulated environments. Key Lo tmmersion realism
are real-time. multi-sensorial interactians with the simulated world. Real-time VR
graphics rendering requires high-end graphics workstations, while multi-sensorial
immersion needs specialized devices for cach of the human senses, Along this Jine,
over the past three years. our group has developed a portable force feedback
master hardware and software environment |2-4.6).

The use of VR in surgery will affect a number of distinct activities such as
teaching students human anatomy and patholopy, surgical procedure training for
new surgeons, surgical planning of complex procedures, presenling navigational
and informational aids during surgery, and predicting the outcomes of surgical
procedures [1Y].

One area in which 3-D interactive displays are making sigmficant head-way is in
minimaully invasive surgery. Small incisions are made in the body through which an
endoscope, a light source and surgical tools are inserted. By minimizing the
amount of tissue that is cut, this type of surgery reduces the travma done 1o the
patient during surgery and results in a faster recovery, One problem with these
new techniques is that the surgeon has had to work with a 2-D display and the
image obtained from the endoscope lacks cssential depth cues, whereas Lhe
operative procedures take place in three dimensional space, Using spatial displays,
one might be able 1o provide a surgeon wirh that missing dimension. Work is being
done on various 3-1) endoscopes, mcluding one based on a lens system with two
oplical canals [23], These types of tools would allow safer movements inside
neurological und other delicate structures by providing the much needed depth
cues afforded by stercoscopic tmages.

It is envisioned that someday surgenns will be able to practice rare or high-risk
surgical procedures on an ‘electronic cadaver’, Many labs are working towards the
creation of this virtual patient. Rosen and his colleagues at the MIT Media Lab
15.14.13] are trying 1o develop a digital model of patient skin and skeletal muscle
for surgical simulation systems. A model of the skeletal muscle using finite element
methods has been developed that can simulute the non-linear characteristics of a
reil muscle, The current system offers an interface in which the surgeon can use
whole hand input devices and HMDs (o view and manipulate the virtual patient.
However, the realism of the simulation suffers from a lack of force ar tactile
feedbuck.

Early virtual surgical simulators were developed by military surgeon Richard
Satava, vsing Virtual Reality hardware and software from VPL Research. He
developed a colecystectomy trainer with stomach, panceeas, liver, biliary tree and
gallbladder, A few surgical instruments have also been created, but currently these
simulators have also not incorparated farce feedback or tactile sensation [19,20),
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To help surgeons gain expertise in minimally invasive procedures Hon und

collcagues (9] are buikding realstic simulators that can monilor and cvaluse
‘pracuice” performances. These simulatons combine “videographics’ and endoscopic
instruments with force feedhack. These lutter sensing and tactile interfaces are
implemented mside 8 mannequin, and sensors relay the geometric position of the
seopes and instruments within the simulared “anatomy’. These systems present and
manipulaic images in real time, reacting with the studenty cyes and hands. Larly
versioms relied upon inleractive video frame retricval & the visual daplay compo-
nent, while current versions use both video texture mapping and interactive
graphical models of the tissue of interest,
CAD/CAM 1echnology for preoperative planning with robotics for femoral prepa-
ration during cementiess 1otal hip replacement surgery has been developed. The
mage guided robot developed substantially improves a surgeon’s ability to create a
cavity that is precisely shuped and oriented for uny commercially availuble femoral
component (1]

Rescarchers at Human Interface Technology Lab (University of Washington)
are working on a simulation of opthalmic surgery using a combination of video
display and detection of instrument collision with spatial virtual objects [26). At the
same time SRI is developing telepresence lechnology configured for remote
Taparoscopic surgery with force foedback [8].

L Porce feedback in VR

Touch feedback and force feodback are intermixed in the technical literature
but they are not the same [21]) Touch feedback gives the user the goometry and
mughness of the virtual surfaces as well as some information about virtual object
compliance. Unfortunately it cannot produce rigidity of motion. so that remole
real {or virtual) instruments can damage the manipulated objects. or themselves,
Force feedback provides information on the compliance of the grasped objects, but
can also produce nigidity of motion (for large feedback (orees). Force feedback is.
however, more difficult 1o realize, duc (0 larger actuatons and limited surface
available to place these actuators close 1o the hand (2] It is therefare necessary 10
develop new tools that are more compact, casy 10 maintain, safe, and inexpensive.
Lower custs and portability would then afford their large-scalke use n VR traming.
These new lools should have both force and touch feedback on one common
master and should preserve the hand’s freedom of motion in the way flexion
seaning gloves do.

The Rutgers Master [3] uses pocumatic micro actustors and proportional
regulston, which return about 4N per fingertip at 10-20 Ha. The force feedback
structure was designed for four fingers and a DataGlove ™. The foed-back stric-
ture i very light (about S0 gramy), resulting in reduced operator lutigue. Attach-
ment of the feedback structure 10 the glove has been accomplished with Velero'™
strips which adapt o varving hand sizes.
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Tig. I. The Rutgzers Master.

The general configuration of the Rutgers Master is illustrated in Fig, 1. The
feedback actuators are controlied by analog proportional pressure regulators
(PPR) that arc housed in a master interface. These regulators control air pressure
to the actuators in the pulm of the user’s hand. The interface has its own power
supply and main air pressure indicator, as well as separate LED displays for each
output channel. These LEDs indicale the level of feedback forces on cach of the
fingers and provide an additional cuc to the user and to ather persons watching
lhe simulation.

The step response for each force feedback actuator is such that the transient
ripple and overshoot are small enough not to be noticed by the user. A rise time of
14 ms is caused by seatic friction in the pneumatic cylinder and Lthe inertia of the
pressure regulator valve. The static friction is also responsible for the steady-state
error of 4% of the total force of about 4N factuator. The relaxing time of 62 ms
presents a hattleneck for the actvator bundwidth [of 8=1th Hz). This delay is a
resull of the slow rate by which air is released from the air line, since mulflers are
installed to reduce naise.

To demonstrate the usetulness of the system a simulation with virtual elastic
balls was developed. Campliance of the virtual objects was programmable so that
users could feel the difference between a vellow “hard® bull and pink “soft™ ball.
Initial human [actors studies done on 10 suhjects (five male and five female)
showed that force feedback using the Rutgers Master reduced the task average
error rate by 509, The learning lime required by the subjects for a given task was
alsa reduced by S0% when compared to learning time with only visual feedback
[1&].

The above lests were performed using an older HP-SXM0 workstation ar a
graphics refresh rate of (only) 6 frames /second. This slow refresh rate raised
concerns regarding the validity of the cross-madality human factors teses, Subse-
quent tests were recently done using a high-end HP-755CRX workstation with a
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#raphics refresh rate of 28 fps [17]. These studies confirmed the 50% reduction in
error rates oblained previously.

3. Virtual knee joint simolation

Geometry data for o complete knee joint [24] was acquired from Viewpoint
Datalabs. It includes the proximal end of tibia / fibula, the distal end of the femur,
and all major muscles and ligaments, These duta were used (o create a complere
smooth shaded virtual knce joint from inner layer of skin 10 bones with 13,494
vertices and 13,532 polygons, The static databuse model was transformed into a
dynamic hicrarchical structure and rendered using the HP Starbase library [112).
The model was modified 0 allow deformation (and reformation), as well us
viewing perspective change with a 61 trackball.

Curreat rescarch is focused on integrating force feedhack 10 increase realism of
surface deformation in the knee joint, At this early stuge our svstem provides a
simplistic one finger ‘fec)’ (palpation) of tissue compliance.

31 Distribured simulation envirommment

The Rutgers virtual reality system configuration is lfustrated in Fig. 2. A looscly
coupled, client-senver architecture allows distribution of the computational load
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for the simulation across two workstations. A SUN4 380 15 dedicated to force
feedback via the Rutgers Master, while an HP7SSCRX workstation 1s dedicated to
reading the DataGlove (wich its attached Polbemus puosition and orientation
tiacker) and trackball data, object interaction modeling and graphics renderniog,

The main loop of the simulation resides on the HP workstation (o which the
DataGlove clectronic unit and the trackball are connected, The glove’s driver
reads sensor data and converts it into hand oricntation and position based on user
calibration [10, 18]. These data are then used o update the state of various abjects
in the simulation, taking inlo account vbject collisions, grasping and deformation,
as well as determining the size of contact forees, The user may use the trackball to
change perspective on the virtual scene. The trackball driver processes raw data
into viewpoint transformations which are used to manipulate a virtual camera.

Update information on virtual force due to hand-abject interaction is sent 1o the
Sund for display via an ethernet connection. The force data sent by the HE are
encoded in four ines (4 bytes each), one per [inger. The integer values arc then
scaled and tvpe casted to Moats in the range of O to 1. The floating point values
are sent to the D /A drivers to be outpul 1o the Rutgers Master interface.

Three types of objects can be found in our experimental virtual world: the
virtual hand. the virtual knee tscgmented into bones, ligaments and muscles) and
the room walls, An *# " shadow mark is drawn on the virtual floor under the hand
to provide a visual cue for depth perception. The ohjects are programmed into o
display list data structure using the Starbase graphics library [12] with double
huffering and Gouraud shading [7] with one light source. More light sources can,
of course. be added but would increase the rendering time.

The virtual hand has the sume kinematics as the human hand, 1.¢. four degrees
of freedom per finger. The DataGlove docs not measure the distal joint angles for
the index, middle, ring or small fingers. Therefore, in order 10 provide more
natural-looking virtual hand animation, a coupling formula was applied to deter-
mine expected distal joint angles based on the angle of the middle joint [3).

340 Collision detection

Collision detection represents the first phase in the knee palpation progess, The
knee model s in a fixed location in the virtual world, while the hand model is
moving. Collision occurs whenever a fingertip touches a knee bone or muscle
surface. Tt is therefore neoessary to first determine the position of the fingertips in
world coordinates. Llomogeneous transformation matrices are used which relate
fingertip coordinates to the Polhemus sensor position and to the world frame
{attached to the Polhemus transmitter).

To decrease the number of real time caleulations in both the collision detection
and deformation algorithms, a special data structure was developed to store the
geametry of the knee madel. The data structure is a dynamically allocated array of
pointers o segment structures. Each segment structure contains daca describing a
virtual object {un enclosed sel of polyvgons such as a muscle or bone),

For graphical rendering, cach segment conlains dynamically allocated lists of
vertex and polygon structures. For collision detection, each segment structure
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contains the coordinates of the geometric centroid of that segment along with the
distance of the farthest vertex from the centroid. Each segment structure contains
a dynamically allocated list ol group structures. Fach group structure concains the
same snit ol collision detecton information as the segment structure aboul i group
of adjacent vertices, Vertex structures which arc stored at the segment level
conlain position coordinates and [abels of the groups to which each vertex belongs.
Polvgon structures contain the fabels of the vertices which define them. The
eollision detection is based on a modified “bounding bux® approach. Due to the
uregular pature of the knee shape, a rectangular bounding box is nat sufficient.
We theretore use a numher of spherical ‘boxes’ with vacying radiys. The sphere
fadivs and position are user settable. A wire [rume rendering of a group of
hounding spheres is shown in Fig. 3.

During runtime, each possible contact point is computed and compared with the
precaleulated maximum distance [rom the centroid of cach segment o determine
whether or not it could be in contact with that scgment. If the contact point is
inside a sphere radius, then it is checked against the precaleulated maximum
distance frum the centroid of each group. If @ contact poinl is found to be inside
the maximum distunce or ‘sphere of contact’ of a group. then that group label is
passed o the collision detection routine. In this way, the number of calculations
necessary to determine a collision is significantly reduced. After only a fow
caleulations, large portions of the model can be eliminated [rom the contact
problem, thus reducing the number of real time calculations,

The contact point is then passed to the collision detection ronting along with a
list of groups with which it conld be in conract, The list of groups is ranked
according o how far the contact point has penctrated each group’s “sphere of
influence”. The contact point 1s compared with each vertex in each gronp of
possible contact by calculuting the angle hetween the point of contact and the
vertex about the centroid of the group. The number of real time calculations for
this step 15 reduced by storing the vertex positions in spherical coordinates relative
to the centrowd of the group to which each vertex belongs. (The spatial coordinares
of cach vertex have to be caleulated only once in the beginning and again only
when a parhicular segment is deformed). From Lhese caleulations, the three
vertices closest in angle to the point of contact are chosen.

Onge the three vertices closest 1o the possible pont of contact are chasen, the
paint of ¢ontact is compared with the plane made by the three vertices. If the point
of contact is on the saume side of the plane as the centroid of the group. then there
is contact and the penetration distance {(the distance between the point of contact
and the plane) is passed to the deformation and force feedback routines. If the
point is on the other side of the plane, then there is no contacr with that group and
lhe algorithm gocs on Lo the next group of possible contact, (Note that the segment
must be modeled such that all of the group centroids are inside of the segment).

To illusteate the contact detection algorithm, the polygans in the segmenl shown
in Fig, 3 are shaded according o the groups with which they are associated. (This
& approximate, since polygons may be defined by vertices helonging to different
groups), The dark lines in Fig. 3 represent the ‘spheres of influence” of each group.
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Fig 3. Interaction with muder Callision de fecsion,

‘The three dark spheres ncar the tip of the finges in Fig. 3 represent the three
vertices closest to the poant of possible contact ac the fingertip.

Once o contact is confirmed, the penctration distance is used to determine the
force feedback which is then sent to the Sund for output via the Rutgers Master.
Each segment has a specified maximum penctration distance and maximum force,
Segments represeating soft objects such a8 muscles or ligaments have large
maximum penctration distances and small maximum forces whereas segments
representing hard objects such as bones have very small maximum penetration
distances and lurge maximum forces, The foree feedback is proportional (o the
penetration {(Hooke's Law, F. < kdx,, where ¢ is the finger number). In this way,



N Laagrana er &/ Anificia! Inteliigence in Medicme 6 (798040 327 332 Az

Distunce from Zeeo deflection
puind uf entry d’_ distanee o,

'
.
l!'&‘ll’ypuill“' Codaisd-" st o,
-1 \

Fip, 4 Sucface deformation madsl.

the equation is kept simple for rapid computation while still retaining the ability to
model ohjects of varying stiffnesses.

3.1.2 Dynamic deformation computation

Object deformation has been previously studied using partial derivatives and
finite clement methods. Our sumulation uses a simplified approach as explained
below.

The modeling of the segments as groups of vertices has a dual purpose. First,
the contact detection efficiency can be increased by minimizing the volume
vontained inside the groups of spheres of influence yvet outside the segment. In this
way the number of ‘false’ collision checks ¢an be reduced.

Second, the groups are modeled such that vectors between the group centroid
and the vertices in the group are approximately normal to the polygons surround-
ing each vertex. With this type of madeling, small deformations can be visualized
by decreasing the radii of the vertives surrounding the point of contact, This
requires a few calculations because vertices are stored in spherical coordinates
relative to the centroid of the group to which they belong.
~ The deflection of each vertex based on its distance from the point of contact (as
ilustrated in Fig. 4) is calculated as follows:

dcﬂoction=-‘-{£x (m,f.,.ﬁ} MI (1)
21 4,

where d, is the distance from the contact point and 4, is the zero deflection
distance which is approximated by adding the distance of penetration to the
effective radius of the contact abject and multiplying by a factor of clasticity
specific Lo the segment.
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Note that this model was developed for fast computation; therelore, some
socuracy was sacrificed bul a realistic graphical representation was maintained.
Fig. 5 shows the deformation of one of the surfuce segments due to contact with
the lingertip. Fig. 6 is a similar scene where the spheres and segment identification

have heen removed. This depices what the user sees during palpation of the virtual
knee,

4. Discussinn

The model shown in Fig, 6 is a subsection of the complete knee model
Leontaining about 6,200 polygons. versus 13,000 in the complete model). The CRX
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Fig. 6. Interaction with moded: Haod touchine a virlual musche,

graphics acceleration vields a rendering rate of 150,000 Gauraud shaded poly-
gons /second. Therefore the simulation should display about 24 frames/ second
for the model shown in Fig. 6. The simulation bandwidth has been measured at
only § frames/ second when no vontact exists hetween the hand and the knee. T his
rate drops to 3 [rames / second when the model is deformed.

The fact that obiect deformation reduces the refresh 1ate is explained by the
increase in the computational load for modelling shape and force dara. The large
discrepancy between the graphics potential and actual refresh rates shows that the
renderer receives data at rates somewhat lawer chan its ability to display them.
This also suggests a possible overloading of the HP main CPU which is in charge
of physical modelling snd communication. Smooth simulation interaction reyuires
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a graphics rate of at least 14 frames/second and a force bandwidth of abo

10- 12F2. Thus it is necessary ta improve the simulation in several ways:

(1) Distribute the computation and communication loads. The DataGlove reading
angd fingertip calculation could be casily dane by the SUN4 workstation. The
reading of the trackball should also be delegated 1o a different workstation
instead of the HP graphics computer.

(2} Contact and deformation caleulations should be optimized. The above slow
rates have heen ohtained using first generation” code.

(3} The knee model can be simplified and madel management technigues imple-
mented. We may use dual resolution display or acquire 2 lower palygon count
maodel,

The vomputational methodology of “feel” or palpation of muscles and ligaments is

general purpose in nature, 11 uses dynamic hierarchial structure of body segments

and therefore palpation can be performed on any other virtual body part.

E. Conclusions and future work

The work presented here is in an initial “proof of concept” stage. Code and
madel aprimization are necessury in order to increase the simulation bandwidth.
Further speedup may be obtained by distributing the computational load to other
machines in order o offfoad as much as possible the HP graphics workstation,
Only alter these steps are implemented can human factors tests be performed to
identify potential henefits to students or surgeons.

Further research is aimed at doing complex multi-finger manipulation and
deformation, as well as displaying images in sterco. rather than the current
MONCSCOPIC View,

A parallel project 15 aimed at improving the force feedback system. We are
developing a second-generation master called ‘Rulgers Master 117 that has im-
proved sensing and reduced static [ricton. The second-gencration master elimi-
nates the need [or a DataGlove by integrating position sensors within the force
feedback structure.
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