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Force feedback, although an important enhancement to virtual reality simulations, is not
presently available in commercial systems. This article presents a prototype force feedback
master integrated in a network-distributed, single-user virtual reality simulation. The exper-
imental set-up utilizes four computers which perform force calculation, hand gesture rec-
ognition, sound generation, and graphics display. Human-factors test results show up to
70% reduction in the error rate over ten subjects when force feedback was present in the
simulation. The learning time for new virtual reality tasks was also reduced by 50% versus
an open-loop simulation.
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‘1 INTRODUCTION
Virtual reality is a computer-generated immersive environment with which users
have real-time, multisensorial interactions. These interactions involve all human
senses through visual feedback [1], 3-D sound [2], force and touch feedback [3,4],
and even smell and taste [5)]. Because of this rich information transfer virtual reality
is emerging as a very powerful human-machine interface technology and will be-
come part of high-end graphics workstations [6]. ‘

At the present time the tools needed to bring feedback signals to the user’s hand
are still under research [7,8]. Commercial systems such as sensing gloves used to
transmit hand gestures [9] or exoskeletons [10] operate in open loop, with no feedback
to the user. This is an important limitation on the realism of the computer simulation.
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Work on gloves that have touch and force feedback has resulted in a number of
prototypes [11-13]. These systems are compact, light, and desk-top, and therefore
differ from more complex systems developed for robot teleoperation [14].

Because these hardware tools are just emerging, very little data are available
to quantify the influence of touch and force feedback on human performance in a
virtual environment [15,16]. These data are, however, needed in the design of
future feedback systems as well as the development of new applications.

Software environments for virtual reality are also under research. The difficulty
of producing realistic, interactive, computer graphics in real-time has long been
recognized [17]. This is because of the large number of polygons that need to be
rendered every second, as well as to the computations associated with object(s)
interactions. When additional feedback signals such as sound, force, or touch
feedback are provided, as is the case in virtual reality simulations, then the com-
putational and input/output loads grow even more.

A general consensus among researchers is that computing loads in virtual reality
simulations need to be distributed. This can be done over the network by assigning
force, sound, and taste feedback to other computers than the graphics engine
[18,19]. Added concurrency can be implemented by distributing the load among
multiprocessors in a unified system using parallel architectures [20].

This article presents a single-user, network-distributed, system for virtual en-
vironments with graphics, sound, and force feedback. The task studied by our
simulation involves precision grasping of light virtual objects. As opposed to power
grasping, where contact is with the whole palm area [21], precision grasping has
contact at the fingertips only. Most human touch sensors are located at the fingertips
[22], so precision grasping is commonly employed for complex object manipulation
where touch information is important.

The user interacts with the objects in a virtual room. The objects, depending
upon their compliance, deform and return simulated forces when grasped and
manipulated [23]. The objects behave approximately as they would in the physical
world, bouncing around the room while exhibiting the effects of simulated gravity.
Sound provides an additional channel of information on what is happening in the
virtual world.

Some of the problems investigated in this article have bearing on remote multi-
user interactions where network distribution of the virtual reality simulation is una-
voidable. The main thrust in this investigation is the integration of force feedback in
a distributed architecture. Section 2 describes the experimental set-up and hardware
characteristics. Section 3 presents some of the techniques applied in producing our
virtual world and describes object models for both elastic and plastic deformations.
Section 4 shows the test results of the effect of force feedback on human performance.
Concluding remarks and future work directions are given in Section 5.

‘2 EXPERIMENTAL SET-UP

'The Rutgers Portable Master with Force Feedback (or “Rutgers Master) [24]
allows a user to “feel” virtual objects during tasks involving precision grasping.
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The master is a compact feedback structure that fits in the palm of a sensing glove
as shown in Figure 1. In the present set-up, the sensing glove is a DataGlove [9]
that measures hand gestures using optical fibres and a Polhemus sensor which are
mounted on the back of the hand. The optical fibres change refractance according
to the bending of finger joints allowing the determination of individual joint angles.
The Polhemus sensor transmits 3-D wrist position and orientation data using low-
frequency magnetic fields produced by a stationary source.

The feedback structure consists of three (possible four) pneumatic microcylin-
ders that press against the fingertips using “fork” attachments. The actuator’s other
extremity is attached to a small L-shaped plastic platform with sphere joints, which
allow the grasping and adduction/abduction motion of each finger. The placement
of the actuators in the palm avoids cables or pulleys and makes the system simpler
and lighter (about 50 grams for the feedback structure). The lightness of the feed-
back structure is important in order to reduce operator fatigue during the simu-
lation. Another advantage of this system is the preservation of hand freedom of
motion in the virtual simulation (force feedback joysticks sacrifice this freedom of
motion as the hand is kept on the desk).

The attachment of the feedback structure to the glove is done with Velcro™
strips mounted on the palm and on the fingers. These detachable connections allow
for adjustments to the hand characteristics of different users.

The feedback actuators are controlled by analog proportional pressure regu-
lators (PPR) that are housed in a master interface. These regulators control air
pressure to the actuators in the palm of the user’s hand. The interface has its own
power supply and main air pressure indicator as well as separate LED displays for
each output channel. These LEDs visualize the level of feedback forces on each
of the fingers and provide an additional cue to the user and to other persons
watching the simulation.

The step response for a force feedback actuator is presented in Figure 2. The
transient ripple and overshoot are small enough not to be noticed by the user. A
rise time of 14 ms is caused by static friction in the pneumatic cylinder and the
inertia of the pressure regulator valve. The static friction is also responsible for
the steady-state error of 4% of the total force of about 1 Ibf/actuator. The relaxing
time of 62 ms is the bottleneck for the actuator bandwidth (of 8—10 Hz). This
delay is a result of the slow rate by which air is exhausted, since mufflers are
installed to reduce noise.

3 IMPLEMENTATION TECHNIQUES

The virtual reality system configuration is illustrated in Figure 3. A loosely coupled,
client-server architecture allows for the distribution of computation for the simu-
lation on four workstations. A Sun4/380 is dedicated to reading and calibrating
glove data, updating the level of output forces, and maintaining state information
on all objects in the virtual world, while a HP755CRX workstation is dedicated to
graphics rendering and display. The user may use a trackball connected to a Sun
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Figure 1. The Ruigers Portable Force Feedback Master,
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Figure 2. Response of actuators in the Rutgers Master.
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‘Figure 3. Virtual reality system architecture.

SLC to vary the perspective view of the virtual world. A Sun ELC is in charge of
the audio display corresponding to the object interactions.

The main loop of the simulation resides on the Sun4 to which are connected
the DataGlove electronic unit and the force feedback interface. The main loop
reads glove data and converts them into hand orientation and position data (a
calibration procedure has been developed to individualize the user’s hand anatomy
[25,26]. These data are then used to update the state of various objects in the
simulation, taking into account object collisions, grasping, squeezing, and the “toss-
ing” of objects. Gravity is also simulated in the world, allowing the ball to bounce
around the virtual room. Update information on object location and orientation
is sent by a Sun4 to a dedicated graphics workstation, currently an HP-755CRX,
which runs the graphics loop (in the past, an HP-375 workstation was used, it has
been upgraded because it has a refresh rate of less than 5 frames/s).

The trackball server processes raw data into view point transformations and
sends these data over the Ethernet to the HP graphics renderer. When collisions
between objects occur, an appropriate sound is generated. A sound ID is sent by
the Sun4 to the Sun ELC running a sound server. This ID is then used by the
sound server to query a database for the appropriate sound to be generated. The
sound server displays the corresponding sound as soon as its ID is received. The
associated networking delay is very small and is almost not perceived by the user.

The software testbed is illustrated in Figure 4. As stated, there are two loops
executing independently in the simulation, the main loop and the graphics rendering
loop. The main loop cycles at around 30 Hz, while graphics refresh occurs at around
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27 frames/s. The main loop will send data to the graphics renderer each cycle.
Because our graphics workstation does not support interrupt-driven network 1/0,
network buffer sizes are made appropriately small to allow the main loop to use
a select( ) system call to determine when the next data set should be read.
This way the graphics workstations does not have to query for new data and always
receives data at a rate comparable to its consumption. There is, however, an added
delay in ethernet networking, but this delay is relatively small. N

The simulated hand has the same kinematics as the human hand, that is, four
degrees of freedom per finger. The DataGlove does not measure the distal joint
angles for the index, middle, ring, or small fingers. Therefore, in order to allow
for normal virtual hand animation, a coupling formula was applied to determine
distal joint angles based on the angle of the middle joint [23].



“Virtual Reality Graphics Simulation 293

Three types of objects can be found in our experimental virtual world. There
are walls, hands, and objects to be manipulated (currently a ball and a soda can).
For the hand, ball, and can, an ““ X’ shadow mark is drawn on the floor under the
object to provide a visual cue for depth perception. The objects are programmed
into a display list using the Starbase graphics library [27], double buffering, and
Gouraud shading with one light source (adding more light sources will, of course,
slow down the rendering).

When an object is grasped, the main loop computes the degree of object
deformation based on programmed object compliance. The main loop then updates
voltages on the D/A board which drives the force feedback actuators. The degree
of object deformation is also provided to the graphics renderer so grasped objects
appear deformed.

Object deformation has been previously studied using partial derivatives and
finite element methods [28—-30]. Our simulation, however, uses linearized defor-
mation laws because of the real-time requirement of virtual reality interactions and
limited computing power. When an object is grasped, the distance the object has
been squeezed is used to determine the “force” to be returned to the user. Hooke’s
Law, F; = kAx;, has been used to relate depth of compression to the generated
force. In this way, the equation is kept simple enough for rapid computation while
still retaining the ability to model objects of varying stiffnesses. When released,
elastic objects such as a rubber ball reform to their original state, whereas plastic
objects remain deformed.

Rubber Ball
Deformation

XY

. RUBBERBALL
... BULGING

"Figure 5. Sphere deformation.
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Figure 6. Deformation regions for ball and soda can.

When the ball is deformed, the main loop sends information on the point of
contact and the degree of deformation. The graphics renderer then uses these data
to select a set of vertices for modification. These vertices are then mapped to
spheres concentric with the ball but with smaller radii, as shown in Figure 5. The
determination of the radii of the smaller spheres and the corresponding mapped
vertices is outlined in Figure 6. Mapping by regions is an approximation that appears
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Figure 7. Hand squeezing a virtual ball.

realistic and requires little computation. A sample of the graphics output is shown
in Figure 7.

To make the deformation appear more realistic, the ball “bulges” proportion-
ally to the extent to which the ball is squeezed. The bulging effect is created by
changing the z-component of each vertex as a function of cos 8 for the entire mesh
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Figure 8. Hand squeezing a virtual soda can.

as shown in Figure 5. The x and y components are not changed, so the bulging
effect is more noticeable at the poles than at the equator.

The soda can becomes dented when the fingertip is within the can’s radial
distance from its major axis. The denting algorithm also uses a mapping, but to
cylinders of smaller radii, as shown in Figure 6. Whereas the rubber ball has only
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elastic deformations, the soda can has two deformation regions. For relatively smail
deformations, the can behaves elastically and reforms once released. As the can
is squeezed further, the can behaves plastically and remains dented when released.
Denting is discretized into states sy, s, . . . , §,, where larger indices represent
larger dents. When a can is dented to state s;, it cannot enter a state s; for j < i.
The can cannot be squeezed beyond state s, and so has a maximum degree of
deformation. Force is present only when the fingers are in contact with the can.
Figure 8 shows a sample of the graphics output for soda can deformation.

Collision detection between the hand and an object is determined by computing
the position of the object in the coordinate frame of the hand using data from the
Polhemus tracker. The rotation and translation matrices used are shown in Equa-
tions (1) and (2).

] C,C, ~sC, -5, A
PR bt —S,C, + C,S,8, CC,+S55,5, CS,|=]3 1)
s.s, + Cs,C, -GS, +8,S,C, C,.C, a

i —xn, —yn, —2zn,
T= —xs5 —Yys; —28, 2)
- xao - yal - Za2_

Here, S, = sin(pitch), S, = sin(roll), and S, = sin(yaw).

Two types of collisions may take place between the hand and the ball. In the
first type, the user either slaps the ball with the palm or the back of the hand. The
second type results in a grasping of the ball. Distinction between these two types
of interaction is made by determining the “‘gesture” of the hand. A fist gesture is
used to symbolize a grasping gesture, whereas an open hand indicates the user
wishes to slap the ball. When the ball is slapped, it reacts as though it collided
with a wall moving with the velocity of the hand. In this way, fingers do not affect
the computation, but the velocity and orientation of the palm do.

‘4 TEST RESULTS

An earlier experimental set-up burdened the graphics machine with the tasks of
computing forces, collision detection, and providing a visual force display. This
earlier simulation used a less sophisticated hand model with fewer degres of free-
dom, bounded sphere collision detection, and did not feature object dynamics or
sound. Under this load, a bandwidth of about 1.5 frames/s was achieved. This slow
refresh rate was, in part, a consequence of using an older graphics workstation
capable of only 2.3K polygons/s and 7.5K triangle strips/s. Current workstations
are capable of over 1 million 3-D triangles/s.

To improve upon this low graphics performance, several changes were imple-
mented. First, the visual force display was moved from software and implemented
in hardware (LEDs). Then, the computations for collision detection and force
determination were moved to a Sun4 workstation. With these changes, a more
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sophisticated hand model could be integrated into the simulation while obtaining
5 frames/s with the same older workstation. Because object management was off-
loaded from the graphics machine, better collision detection and object dynamics,
including the ability to slap and toss the ball, were added without cost to the graphics
refresh rate. Sound was later added, again without affecting the graphics refresh
rate.

We replaced the older HP workstation with a top-of-the-line HP755-CRX48
with a refresh rate of 28 frames/s. The question then became whether the 8-10
Hz force feedback bandwidth is not a limitation to the simulation. Hogan [31]
estimates that the human ‘“high-level” force compliance control loop has a very
low bandwidth of about 1-2 Hz. It is this control loop that is important in the
present set-up. Therefore, we do not need 30 Hz on the force feedback interface.

A number of human-factors studies were performed to determine the effect
of force feedback on a user’s ability to operate in the virtual world [32]. The tests
involved 10 subjects (five male and five female) who were ‘“‘computer literate” but
had never experienced virtual reality. These tests were done with our original
experimental set-up (with graphics refresh of 1.5 frames/s). The tests involved
grasping virtual objects first in open loop, then in a closed loop with vision and
force feedback, and finally in closed loop blindfolded. Each test was repeated 12
times and the number of errors recorded in each case.

For example, a subject had to squeeze the virtual soda can without denting it
permanently. To do this, the user had to apply small enough forces to stay in the
elastic deformation region. An error was recorded each time the can was plastically
dented. These errors were averaged over the subject group and the standard de-
viation and mean were calculated. The results are shown in Figure 9. Force feedback
for hard virtual objects (k = 40) reduced the average error rate over all subjects
by more than 70%. The error rate was larger for soft objects (k = 7) because dead
friction in the actuators masked the small feedback forces applied.

Another area of interest was the influence of force feedback on the learning
time for new simulation tasks. The learning process was quantified by the drop in
average error rates for repeated trials of the same task. For the soda can denting
test described above, this amounted to performing the test in both open and closed
loops, where the use of force feedback resulted in a 50% reduction in learning
time. This is illustrated in Figure 10. These results indicate that force feedback had
a positive effect on task performance and was a definite plus when compared with
open-loop simulation.

These tests were subsequently repeated using the newer workstation [33]. The
tests were consistent with earlier results [32] which indicates that the improvement
in error rates and learning time was not due to a slow graphics display but to the
presence of force feedback.

'5 CONCLUSION AND FUTURE WORK

Virtual reality simulations are enhanced by the addition of force feedback to the
user hand. A testbed using the Rutgers Master with three Sun4 workstations and
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an HP graphics workstation was presented. The processes are organized in a loosely
coupled, nonscalable architecture in order to improve system performance. Two
types of light virtual objects were modeled, one elastic (ball) and one plastic (soda
can). The objects may be grasped and tossed around a virtual room. Whereas the
graphics have been simplified because of real-time constraints, force feedback has
proven to be a definite advantage for the simulation as qualified by the results of
human factors tests.

An improved force feedback master is under development. This new master,
called Rutgers Master II, will have more degrees of freedom, a larger work en-
velope, and its own position-sensing hardware, without the need for a separate
sensing glove.
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